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57 ABSTRACT

Electromagnetic modeling of finite structures and finite illu-
mination for metrology and inspection are described herein.
In one embodiment, a method for evaluating a diffracting
structure involves providing a model of the diffracting struc-
ture. The method involves computing background electric or
magnetic fields of an environment of the diffracting structure.
The method involves computing scattered electric or mag-
netic fields from the diffracting structure using a scattered
field formulation based on the computed background fields.
The method further involves computing spectral information
for the model of the diffracting structure based on the com-
puted scattered fields, and comparing the computed spectral
information for the model with measured spectral informa-
tion for the diffracting structure. In response to a good model
fit, the method involves determining a physical characteristic
of'the diffracting structure based on the model of the diftract-
ing structure.

23 Claims, 12 Drawing Sheets
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1
METHOD OF ELECTROMAGNETIC
MODELING OF FINITE STRUCTURES AND
FINITE ILLUMINATION FOR METROLOGY
AND INSPECTION

PRIORITY

This application is a Non-Provisional of, claims priority to,
and incorporates by reference in its entirety for all purposes,
U.S. Provisional Patent Application No. 61/761,146 filed
Feb. 5, 2013.

TECHNICAL FIELD

Embodiments of the invention pertain to methods of elec-
tromagnetic modeling, and in particular to electromagnetic
modeling of finite structures and finite illumination for
metrology and inspection.

BACKGROUND

Optical metrology techniques offer the potential to charac-
terize parameters of a workpiece (i.e., a sample) during a
manufacturing process. For example, in scatterometry, light
is directed onto a periodic grating formed in a workpiece and
spectra of reflected light are measured and analyzed to char-
acterize the grating. Characterization parameters may include
critical dimensions (CDs), sidewall angles (SWAs) and
heights (HTs) of gratings, material dispersion parameters,
and other parameters that affect the polarization and intensity
of the light reflected from or transmitted through a material.
Characterization of the grating may thereby characterize the
workpiece as well as the manufacturing process employed in
the formation of the grating and the workpiece.

For example, the optical metrology system 100 depicted in
FIG. 1A can be used to determine the profile of a grating 102
formed on a semiconductor wafer 104. The grating 102 can be
formed in test areas on the wafer 104, such as adjacent to a
device formed on the wafer 104. The optical metrology sys-
tem 100 can include a photometric device with a source 106
and a detector 112. The optical metrology system 100 illumi-
nates the grating 102 with an incident beam 108 from a source
106. In the illustrated embodiment, the optical metrology
system 100 directs the incident beam 108 onto the grating 102
at an angle of incidence O with respect to a normal of the
grating 102 and an azimuth angle ¢ (e.g., the angle between
the plane of incidence beam 108 and the direction of the
periodicity of the grating 102). A diffracted beam 110 leaves
atan angle 0 , with respect to the normal and is received by the
detector 112. The detector 112 converts the diffracted beam
110 into a measured metrology signal including spectral
information. To determine the profile of the grating 102, the
optical metrology system 100 includes a processing module
114 configured to receive the measured metrology signal and
analyze the measured metrology signal.

Analysis of the measured metrology signal generally
involves comparing the measured sample spectral informa-
tion to simulated spectral information to deduce a scatterom-
etry model’s parameter values that best describe the measured
sample. Typically, rigorous coupled-wave analysis (RCWA)
is used for solving light scattering problems in such metrol-
ogy applications. RCWA is a Fourier-space method that relies
on representing the fields as a sum of spatial harmonics. One
limitation of RCWA is the assumption of infinite, periodic
target structures and infinite illuminating beams. Another
disadvantage of existing methods using RCWA is that one
simulation is generally required for each angle of incidence
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(AOI]). Therefore, evaluation of a diffracting structure may
require a large number of simulations, which may make exist-
ing methods impractical for applications requiring fast
inspection such as high-volume semiconductor manufactur-
ing.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the present invention are illustrated by
way of example, and not by way of limitation, in the figures of
the accompanying drawings, in which:

FIG. 1A depicts an optical metrology system for scatter-
ometry,

FIG. 1B is a flow diagram illustrating a general method for
evaluating a diffracting structure, in accordance with an
embodiment of the invention;

FIG. 2 is a flow diagram illustrating a method for evaluat-
ing a diffracting structure, in accordance with an embodiment
of the invention;

FIG. 3A illustrates an exemplary diffracting structure
including a periodic grating with a profile that varies in the
x-y plane, in accordance with an embodiment of the inven-
tion;

FIG. 3B illustrates an exemplary diffracting structure
including a periodic grating with a profile that varies in the
x-direction but not in the y-direction, in accordance with an
embodiment of the invention;

FIG. 4 illustrates a cross-sectional view of an exemplary
non-periodic diffracting structure disposed on a multi-layer
substrate, in accordance with an embodiment of the inven-
tion;

FIG. 5 illustrates background field beams for a multi-layer
film stack, such as in FIG. 4, in accordance with an embodi-
ment of the invention;

FIG. 6A illustrates a pupil function for modeled incident
illumination, in accordance with an embodiment of the inven-
tion;

FIG. 6B illustrates a graph of the local electric field at
different points of a diffracting structure, in accordance with
an embodiment of the invention;

FIG. 6C illustrates a graph of the error in film reflectivity,
in accordance with an embodiment of the invention;

FIGS. 7A and 7B illustrate graphs of reflectivity as a func-
tion of numerical aperture for diffracting structures with dif-
ferent numbers of lines, in accordance with embodiment
herein;

FIG. 8A illustrates an isometric view of an exemplary
diffracting structure including posts, in accordance with
embodiment herein;

FIG. 8B illustrates a model of a post of the diffracting
structure of FIG. 8A discretized using a mesh, in accordance
with embodiment herein;

FIGS. 9A and 9B illustrate derivatives of reflectivity as a
function of height of a post using diftferent methods of mesh-
ing with different step sizes in post height, in accordance with
embodiments herein;

FIG. 10 is a block diagram of an exemplary computing
system in accordance with which embodiments may operate,
be installed, integrated, or configured; and

FIG. 11 is a block diagram illustrating select elements of a
system according to an embodiment for determining and
utilizing profile parameters for automated process and equip-
ment control.

DETAILED DESCRIPTION

Embodiments of the invention include methods, appara-
tuses, and systems for electromagnetic modeling of finite
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structures and finite illumination for metrology and inspec-
tion. In one embodiment, a method of evaluating a diffracting
structure involves providing a model of the diffracting struc-
ture and computing background electric or magnetic fields of
an environment of the diffracting structure. The method
involves computing scattered electric or magnetic fields from
the diffracting structure using a scattered field formulation
based on the computed background fields. The method
involves computing spectral information for the model of the
diffracting structure based on the computed scattered fields,
and comparing the computed spectral information for the
model with measured spectral information for the diffracting
structure. In response to a good model fit, the method further
involves determining a physical characteristic of the diftract-
ing structure based on the model of the diffracting structure.

Embodiments enable modeling of non-periodic structures
and realistic (e.g., non-plane wave) illumination beams.
Embodiments may therefore provide for the capability of
modeling electromagnetic wave’s scattering from isolated
structures and individual defects, as well as simulation of
roughness effects (e.g., line edge roughness). Additionally,
embodiments enable modeling multiple angles of incidence
in one simulation, which can provide significant increases in
computational speed. In comparison to conventional
approaches involving a simulation for each angle of inci-
dence, assuming N pupil samples per wavelength, embodi-
ments may result in a speed up of at least N times, while also
achieving higher precision than conventional approaches.

Furthermore, embodiments involving spatial domain
methods may enable improved computational speed when,
for example, the target contains metals or high-K materials. In
contrast to existing RCWA methods, which generally require
high truncation orders for accurate modeling of such targets
and exhibit poor convergence, embodiments involving spatial
domain methods are unaffected by the high absorption of
such targets.

In the following description, numerous details are set forth.
It will be apparent, however, to one skilled in the art, that the
present invention may be practiced without these specific
details. For example, while some embodiments are described
in the context of scatterometry for diffraction grating param-
eter measurements, it should be appreciated that the methods
may be readily adaptable to other contexts and applications
by one of ordinary skill in the art. For example, embodiments
described herein may be used in metrology systems using
spectroscopic ellipsometry, spectroscopic reflectometry,
spectroscopic scatterometry, scatterometry overlay, beam
profile reflectometry, beam profile ellipsometry, and single-
or multiple-discrete wavelength ellipsometry.

In some instances, well-known methods and devices are
shown in block diagram form, rather than in detail, to avoid
obscuring the present invention. Reference throughout this
specification to “an embodiment” means that a particular
feature, structure, function, or characteristic described in con-
nection with the embodiment is included in at least one
embodiment of the invention. Thus, the appearances of the
phrase “in an embodiment” in various places throughout this
specification are not necessarily referring to the same
embodiment of the invention. Furthermore, the particular
features, structures, functions, or characteristics may be com-
bined in any suitable manner in one or more embodiments.
For example, a first embodiment may be combined with a
second embodiment anywhere the two embodiments are not
mutually exclusive.

Some portions of the detailed descriptions provide herein
are presented in terms of algorithms and symbolic represen-
tations of operations on data bits within a computer memory.
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Unless specifically stated otherwise, as apparent from the
following discussion, it is appreciated that throughout the
description, discussions utilizing terms such as “calculating,”
“computing,” “determining” “estimating” “storing” “collect-
ing” “displaying,” “receiving,” “consolidating,” “generat-
ing,” “updating,” or the like, refer to the action and processes
of'acomputer system, or similar electronic computing device,
that manipulates and transforms data represented as physical
(electronic) quantities within the computer system’s registers
and memories into other data similarly represented as physi-
cal quantities within the computer system memories or reg-
isters or other such information storage, transmission or dis-
play devices. As used herein, “model” refers to a
scatterometry model or other optical model and “parameter”
refers to a model parameter unless otherwise specified.
Although some of the following examples are described in
terms of a Cartesian coordinate system, other coordinate sys-
tems may be used.

FIG. 1B is a flow diagram illustrating a general method for
evaluating a diffracting structure, in accordance with an
embodiment of the invention. The method 150 of FIG. 1B
may be performed by an optical metrology system. An optical
metrology system may include a processing module, a light
source for illuminating a sample, and a detector for measuring
reflected light, such as the system 100 of FIG. 1A. Addition-
ally or alternatively, an optical metrology system may include
components such as in the optical metrology system 1100 of
FIG. 11.

The method 150 begins at block 152 with an optical metrol-
ogy system performing measurements of a sample with a
diffracting structure. Performing measurements involves
shining light or other electromagnetic radiation on the sample
and measuring spectral information for the sample such as
reflectance. For example, the method may involve illuminat-
ing or irradiating the sample with any optical or non-optical
electromagnetic waves, such as infrared radiation, visible-
spectrum radiation, ultraviolet (UV) radiation, extreme ultra-
violet (EUV) radiation, x-ray radiation, or any other electro-
magnetic radiation. The diffracting structure being evaluated
can include a grating, such as the periodic diffracting struc-
tures 300a of FIG. 3A and 3005 of FIG. 3B, or non-periodic
diffracting structures such as the sample 400 of F1G. 4. FIGS.
3A and 3B illustrate periodic gratings 300a and 3005 that may
include patterned metal, and/or non-metal lines, according to
embodiments.

FIG. 3A illustrates an “island grating” 300qa, which is peri-
odic in two dimensions. The periodic grating 300a has a
profile that varies in the x-y plane. The periodic grating 300a
is also symmetric in two dimensions (here, in the x- and
y-dimensions). A grating is symmetric in a dimension if the
grating is the same on either side of a symmetry plane. For
example, a grating is symmetric in the x-dimension if the
grating is the same on either side of a plane defined by
x=constant. FIG. 3B illustrates a periodic grating having a
profile that varies in the x-direction but not in the y-direction.
Thus, periodic grating 3005 is periodic in one dimension.

The sample 400 of FIG. 4 includes a non-periodic grating,
and is described in more detail below with respect to the
method 200 of FIG. 2.

Returning to FIG. 1B, at block 154, the optical metrology
system identifies or provides an initial model of the measure-
ment process. Providing the initial model ofthe measurement
process includes constructing a geometric model of the dif-
fracting structure, determining how to parameterize the geo-
metric model, characterizing the incident light, and charac-
terizing the optical measurement system. Typically, model
parameters include: CDs, SWAs and HTs of gratings, mate-
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rial dispersion parameters, layer thicknesses, angle of inci-
dence of light directed onto the diffracting structure, calibra-
tion parameters of the optical measurement system, and/or
any other parameters that may affect polarization and inten-
sity of the light reflected from or transmitted through a mate-
rial.

Based on the model parameters, the optical metrology
system computes spectral information for the model at block
156. Computing spectral information can include, for
example, determining reflectance from the diffracting struc-
ture via a simulation.

At block 158, the optical metrology system attempts to fit
the modeled data obtained at block 156 to the measured data
obtained at block 152. Fitting the modeled data generally
involves comparing the modeled data to the measured data
and determining an error between the two sets of data. At
block 160, the optical metrology system determines whether
the model is a good fit. According to one embodiment, the
model is a good fit if the error between the modeled data and
the measured data is less than a predetermined value. If the
model is a good fit, the optical metrology system determines
a characteristic of the diftracting structure at block 164. If the
model is not a good fit, the optical metrology system deter-
mines if any other termination conditions have occurred at
block 161. Termination conditions can include, for example:
reaching a maximum number of iterations, determining that
the difference between the previous model parameters and
current model parameters is less than a threshold value, and/
or any other conditions justifying discontinuing further
model iterations. If a termination condition is not met, the
optical metrology system adjusts the model parameters at
block 162, and repeats the operations at blocks 156-160. The
initial model identified is generally based on expected param-
eters of the diffracting structure, and typically results in an
error significant enough to require additional iterations of
blocks 156-160.

Upon completing multiple iterations of blocks 156-160,
the scatterometry model is typically close enough to the
actual diffracting structure that determining characteristics of
the actual diffracting structure at block 164 may simply
involve ascertaining the best fit model parameters. This can be
true, for example, for geometric parameters that have a one-
to-one correspondence with a single parameter used in the
scatterometry model. Determining other parameters of the
actual diffracting structure may involve additional operations
such as adding two parameters of the scatterometry model
together.

The above-described method 150 of FIG. 1B is a general
method for evaluating a diffracting structure in accordance
with an embodiment of the invention. FIG. 2 is a flow diagram
illustrating a specific example of a method for evaluating a
diffracting structure. Like the method 150 of FIG. 1B, the
method of FIG. 2 may be performed by an optical metrology
system such as the systems described with respect to FIG. 1A.

FIG. 2 illustrates an exemplary method 200 for evaluating
a diffracting structure, in accordance with an embodiment of
the invention. As is explained in more detail below, embodi-
ments involve separating the total field into two parts: back-
ground fields and scattered fields. The illumination field may
be obtained by summing up the constituent plane waves (e.g.,
pupil sampling) coherently, and the background field may be
obtained using the principle of superposition. The total scat-
tering field under illumination of arbitrary NA and arbitrary
profile may then be computed in one simulation.

The method 200 begins at block 202 with the optical
metrology system providing a model of the diffracting struc-
ture. As mentioned above, providing a model may include
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constructing a geometric model of the diffracting structure
and determining how to parameterize the geometric model.
Determining how to parameterize the model may include
determining which parameters to fix (e.g., hold constant),
determining which parameters to float (e.g., determining
which variables to keep as variables or unknowns in the
model), and determining values for fixed parameters for a
given simulation.

In one embodiment, providing the model of the diffracting
structure involves discretizing the diffracting structure into a
mesh. For example, FIG. 8A illustrates an isometric view of
an exemplary sample 800A including posts 804, and F1G. 8B
illustrates a model 800B of one of the posts 804 that has been
discretized using a mesh, in accordance with an embodiment.
The generated mesh may strongly influence the computa-
tional speed, system memory usage, and the accuracy of the
solution. Therefore, embodiments may involve mesh optimi-
zations to improve speed, memory usage, or solution accu-
racy. For example, discretizing the diffracting structure
model into the mesh may involve refining the mesh in areas of
interest such as, for example: a defect, areas with line edge
roughness, high field gradients, or fine features. Such mesh
optimizations may especially benefit models of finite struc-
tures because the domain size is typically significantly larger
in comparison to models with periodic structures.

The method of discretizing the diffracting structure may
influence not only the accuracy of functions and computa-
tions for determining spectral information, but also the
derivatives of the functions. Function derivatives may
include, for example, derivatives with respect to system
parameters, spatial coordinates, structural parameters, or
other parameters used in the model. Smooth (e.g., continu-
ously changing) derivatives may be required for some
embodiments. For example, in one embodiment involving a
regression analysis (e.g., a regression analysis for library
generation, inverse scatterometry, or for a sensitivity analy-
sis), smooth derivatives may be important.

According to an embodiment, smooth derivatives may be
obtained using a deformed mesh method. In a deformed mesh
method, subsequent model iterations involve scaling or
deforming the mesh. In contrast to existing methods, such as
“automeshing,” in which a new mesh is generated for each
different simulation (also known as “re-meshing”), a
deformed mesh approach involves changing a mesh continu-
ously between several points for different simulations. For
example, the mesh can change continuously between several
points where a finite-difference derivative is computed.
Changing the mesh continuously between several points may
involve scaling the mesh along the direction normal to the
moving surface. Scaling the mesh instead of generating a new
mesh preserves the topography of the mesh between different
simulations, and therefore can provide smooth derivatives.

FIGS. 9A and 9B illustrate graphs of derivatives of reflec-
tivity as a function of height of a post using different methods
of meshing with different step sizes in post height, in accor-
dance with embodiments herein. The derivatives in the graphs
900A and 900B of FIGS. 9A and 9B were computed as the
change in reflectivity divided by the step size, as in equation

(1):

aR AR
8Hr ~ AHt

®

where R is the reflectivity, and Ht is the height of the modeled
post. As can be seen from graphs 900A and 900B, the
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automeshing method does not result in a smooth derivative. In
contrast, the deformed mesh method results in a smooth
derivative independent of step size. Hence, the derivative
using the deformed mesh method may be considered as an
analytical derivative.

Returning to the method 200 of FIG. 2, at block 204, the
method involves computing the background electric or mag-
netic fields of an environment of the diffracting structure. The
“environment” of the diffracting structure could be, for
example, free space, or one or more films disposed under the
diffracting structure. The “background field” is the field in the
absence of the diffracting structure (scatterer). In an example
where the background is assumed to be free space, computing
the background electric or magnetic fields ofthe environment
may involve computing electric or magnetic fields for free
space without considering the effects of the diffracting struc-
ture. In an example where the background is assumed to be a
film, or film stack (e.g., one or more films or layers), the
method involves computing electric or magnetic fields of the
one or more films disposed under the diffracting structure
without considering the effects of the diffracting structure.
FIG. 4 illustrates a cross-sectional view of an exemplary
non-periodic diffracting structure disposed on a multi-layer
substrate background, in accordance with an embodiment of
the invention. In FIG. 4, a sample 400 includes a substrate 406
over which a film 404 is disposed. A non-periodic grating 402
is disposed over the film 404. In one example, the substrate
406 is a silicon substrate over which a SiO, film 404 was
formed, and silicon bars 402 were formed over the SiO, film
404. Computing the background fields for the sample 400
may involve, for example, computing the fields for air in the
absence of the substrate 406, film 404, and grating 402. In
another example, computing the background fields for the
sample 400 may involve computing the fields for the substrate
406 and/or the film 404 in the absence of the grating 402.

FIG. 4 illustrates a grating with ten lines, however, the
methods described herein may also be performed for other
finite structures with other dimensions. For Fourier solvers
(e.g., RCWA solvers), the number of lines in a grating will
generally impact the accuracy of the simulated results, where
a larger number of lines yields more accurate spectral infor-
mation. In contrast, embodiments of the invention enable
accurate solutions for even small numbers of lines. Simula-
tions for gratings with different numbers of lines were per-
formed, as is described in more detail below with respect to
FIGS. 7A and 7B.

FIG. 5 illustrates background field beams 500 for a multi-
layer film stack, such as in FIG. 4, in accordance with an
embodiment of the invention. According to an embodiment,
the background field is a superposition of incident and
reflected fields in a top medium, upward and downward
waves in each intermediate layer, and the transmitted wave in
the bottom substrate. In the illustrated example, the top
medium n,, is the air 403 above the film 404, the intermediate
layer n, is the film 404, and the bottom substrate n, is the
substrate 406. The top air layer and bottom substrate may be
assumed to go to infinity. In one example, assuming a one-
layer thin film, for an arbitrary incident plane wave:

Incident+
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Returning to operation 204 of F1G. 2, the background fields
may be represented with Maxwell’s equations. For time-
harmonic (e.g., monochromatic) background electric fields,
Maxwell’s equations result in equation (12):

1_ - ,o (12)
v X(ﬁv XEb] —kOEEb =0

where B, is the background electric field and € and p represent
the relative permittivity and permeability in the absence of the
scatterer.

In one embodiment, computing the background electric or
magnetic fields at a given point involves decomposing mod-
eled incident illumination into a set of plane waves. Decom-
posing the modeled incident illumination into the set of plane
waves may involve a discrete decomposition or a continuous
decomposition. For example, numerical simulations may use
the discrete decomposition given in equation (13):

E() = Z H{e

=

k

a3

To compute the background field at a given point in space
r(X, y, z), the set of plane waves are then propagated from a
predetermined initial point in space r, (X,, Yo, Zo) to that given
point, r. According to an embodiment, the background field is
computed in the absence of the scatterers. The method then
involves re-constructing the fields from the collection of the
plane waves at the point r. Re-constructing the fields may
involve summing the propagated set of plane waves at the
given point r, for example, according to equation (14):
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=
;

In reality, the fields are continuous through the angle of
incidence, but in equations (12) and (13), the fields are
assumed to be a sum of different angles or k vectors. Although
a similar assumption may be made in some conventional
methods, conventional methods compute the fields for each
angle of incidence (e.g., perform a simulation for each angle
of incidence). In contrast, embodiments enable computing
the fields for all the angles of incidence at once (e.g., with one
simulation).

At block 206, the method involves computing scattered
electric or magnetic fields from the diffracting structure using
a scattered field formulation based on the computed back-
ground fields. The “scattered field” is the response of the
scatterer to the background field. The “scatterer” is the dif-
fracting structure that was not considered when computing
the background field. In an example where the background
fields were computed for free space, the scattered fields may
consider the presence of a grating as well as one or more
layers disposed under the grating. For example, referring to
FIG. 4, the scattered fields may consider the grating 402 as
well as the film 404 and the substrate 406. In an example
where the background fields were computed for one or more
layers disposed under a grating, the scattered fields may con-
sider the presence of the grating disposed over those layers.
For example, if the background fields consider the substrate
406 and/or the film 404, but not the grating 402, the scattered
fields may consider the grating 402. According to one
embodiment, computing the scattered fields involves solving
for equations (15)-(17) below.

After accounting for the scatterer, the electric fields can be
expressed as equation (15):

E=E+Es s)
where E is the electric field for the full structure, and E. sisthe
scattered electric field, so that:

1 - 5.2 (16)
v x(:V be] —k3EE, =0
i

where € and L represent the actual material properties includ-
ing the scatterer.

The scattered field E < 1s then given by equation (17):

an

1 > 2 2 1 1 > . >
v x(:V xES]—kOsES =V x((— - —)V be]—kO(s—s)Eb
14 roH

where E sresults from the excitation by the background field

Eb of the “inserted” scatterer. The background field E , may
be arbitrary as long as it satisfies the time-harmonic equation
involving € and p. For linear materials (e.g., for materials

where € and 1 are independent of E), the principle of super-
position applies. For non-magnetic materials, 1 can be
assumed to be 1 and equation (17) can be simplified as in
equation (18):

VxVxE gtk n’ E 5=k 2 (P-)E,, (18)

10

15

20

25

30

35

40

45

50

55

60

65

10

where n is a complex index of refraction. In the case of
non-magnetic materials, e=n’.

The set of Maxwell’s equations (e.g., equations (12) and
(17)) may be solved using any spatial solver (e.g., a finite
element method, method of moments, finite-difference time
domain method, etc.), or any other method for solving Max-
well’s equations. At block 208, the scattered fields together
with the background fields allow for computation of reflec-
tivity (or other spectral information) for the specified incident
illumination.

In contrast to existing methods, embodiments do not
require periodic boundary conditions. The scattered field for-
mulation may be used in conjunction with perfectly matching
layers (PML) instead of boundary conditions (BC). Accord-
ing to embodiments, the use of PML involves an artificial
domain surrounding the domain of interest to absorb the
outgoing waves without reflection. The absorption may be
done, for example, through careful introduction of artificial
dissipative materials, or through coordinate transformation
(e.g., real/complex coordinate stretching). Therefore,
embodiments enable modeling periodic as well as non-peri-
odic and isolated structures. The ability to model isolated
structures may be especially beneficial in applications such as
inspection, where defects are typically localized and not peri-
odic. However, the use of PML may involve additional com-
putational costs. In other embodiments, other types of bound-
ary conditions (e.g., scattering boundary conditions) may be
applied. For example, radiation boundary conditions involve
a boundary that is transparent, but only to specific types of
outgoing waves. In one such embodiment involving radiation
boundary conditions, no extra domains are required.

Additionally, using non-periodic boundary conditions may
enable the use of plane-wave incident illumination as well as

finite beam illumination. Therefore, the electric field E (¥)
resulting from incident illumination (e.g., in equation (14))
may be chosen in such a way that it accurately represents the
actual measurement device’s illumination, in contrast to
existing methods which typically use a plane-wave simplifi-
cation. Embodiments may also enable modeling of arbitrary
illumination and complex optical systems (e.g., “apodized”
objectives), and enable optimization of the incident illumina-
tion and optical systems to have desired properties (e.g.,
desired box size).

According to embodiments, the described methods may
also enable the unique capability oflight scatter computations
using coherent and partially-coherent illumination beams.
Because certain optical effects (e.g., speckle) arise from an
interference of wave fronts, proper description of coherence
may be necessary for modeling such a system, and may be
especially beneficial in laser-based scatterometers. Coherent
effects may contribute in the reflection patterns from struc-
tures with random scatterers. For example, accurately mod-
eling roughness effects (e.g., line edge roughness, line width
roughness, and other roughness effects), a coherent or par-
tially-coherent illumination model may be required. In con-
trast to existing methods, embodiments enable modeling of
such coherent or partially-coherent illumination beams.

Furthermore, according to embodiments, because the scat-
tered fields include all the information about the diffraction
from the structure, reflectivity of all diffraction orders may be
computed in one simulation. Additionally, in one embodi-
ment, computing the spectral information may involve com-
puting specular reflection and non-zero diffraction orders at
once. As mentioned above, embodiments may also enable
computing the background and scattered fields for multiple
angles of incidence at once. Therefore embodiments may
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provide significant improvements in computational speed
over existing methods, which typically require one simula-
tion for each angle of incidence.

At block 210, the method involves comparing the com-
puted spectral information for the model with measured spec-
tral information for the diffracting structure. At block 212, in
response to a good model fit, the method involves determin-
ing a physical characteristic of the diffracting structure based
on the model of the diffracting structure.

Thus, an optical metrology system can use the methods
described above with respect to FIGS. 1B and 2 to evaluate a
diffracting structure.

According to one embodiment, the above-described
method may be used in conjunction with existing methods
such as Fourier-space methods. For example, in an embodi-
ment where the diffracting structure includes both a periodic
region and a non-periodic region, computing the background
fields of the environment may involve computing fields of the
periodic region using RCWA, and computing fields of the
non-periodic region using the method 200 of FIG. 2 using the
scattered field formulation based on the computed back-
ground fields. A final solution for the structure (e.g., in the
form of reflectance or other spectral information), may then
be obtained by applying domain decomposition to the fields
for the periodic and non-periodic regions. Such a hybrid
method would enable improved computational speed for the
periodic regions while preserving the ability to model non-
periodic and isolated targets. Therefore, such hybrid methods
may provide significant improvement in computational speed
when analyzing numerically expensive structures such as
large-pitch gratings, high aspect ratio structures, through-
silicon vias, etc.

In one embodiment, other non-diffraction modeling may
be performed using the above-described methods instead or,
or in addition to, modeling to obtain spectral information. For
example, methods may involve performing microstress
analysis or process simulations using the computed scattered
fields described above.

FIGS. 6A-6C, 7A, and 7B illustrate examples of simula-
tions using methods described herein. FIG. 6A illustrates a
pupil function of modeled incident illumination, in accor-
dance with an embodiment of the invention. The graph 600A
illustrates illumination vs. numerical aperture (NA) based on
the pupil function in equation (19):

(1-N42y? 19)

FIG. 6B illustrates a graph 600B of the local electric field
resulting from the incident illumination at different points of
a diffracting structure, in accordance with an embodiment of
the invention. The graphs 600A and 600B show that the
simulations are done for finite beams (e.g., using “spot” illu-
mination), not plane waves. In spot illumination, most of the
light falls on one line or other feature. The graphs 600A and
600B also show that the pupil function has a sizeable signal at
NA=0.85 and good localization in x-space.

FIG. 6C illustrates a graph of the error in film reflectivity,
in accordance with an embodiment of the invention. Simula-
tions were performed on structures without gratings, such as
the layers 406 and 404 in FIG. 4, to obtain computed reflec-
tance values from the structure. The reflectance was then
computed using an analytical method. The reflectance com-
puted by the simulation and the analytical method were com-
pared to estimate the error in the reflectance obtained by the
simulation with a finite domain size, as illustrated in the graph
600C. The graph 600C illustrates the estimated error for
angles of incidence between 0 and 80 degrees for S- and
P-polarization. As can be seen in the graph 600C, the error is
below 107> for a small NA, and goes up to 10~ for 0.85 NA.
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However, even for NA=0.85, the error is small, which shows
the described methods provide accurate spectral information
for evaluation of a diffracting structure.

FIGS. 7A and 7B illustrate graphs of reflectivity as a func-
tion of numerical aperture for diffracting structures with dif-
ferent numbers of lines, in accordance with embodiment
herein. The graph 700A of FIG. 7A illustrates reflectivity
with S-polarization, while the graph 700B of FIG. 7B illus-
trates reflectivity with P-polarization. Simulations were per-
formed starting with 42 lines (for a grating having a width of
about 10 um at a 240 nm pitch), down to 2 lines. The error for
the grating with 42 lines was well below 10™*, and therefore
sufficient to be considered as “infinite.” Gratings with num-
bers of lines down to 4 were still relatively close to “infinity.”
However, gratings with two lines resulted in significantly
different reflectivity. Also of note is that the reflectivity
change for S-polarization was larger than for P-polarization.

FIG. 10 illustrates a block diagram of an exemplary com-
puting system in accordance with which embodiments may
operate, be installed, integrated, or configured. In alternative
embodiments, the machine may be connected (e.g., net-
worked) to other machines in a Local Area Network (LAN),
an intranet, an extranet, or the Internet. The machine may
operate in the capacity of a server or a client machine in a
client-server network environment, or as a peer machine in a
peer-to-peer (or distributed) network environment. The
machine may be a personal computer (PC), a server, or any
machine capable of executing a set of instructions (sequential
or otherwise) that specitfy actions to be taken by that machine.
Further, while only a single machine is illustrated, the term
“machine” shall also be taken to include any collection of
machines (e.g., computers) that individually or jointly
execute a set (or multiple sets) of instructions to perform any
one or more of the methodologies discussed herein.

The exemplary computing system 1000 includes a proces-
sor 1002, a main memory 1004 (e.g., read-only memory
(ROM), flash memory, dynamic random access memory
(DRAM) such as synchronous DRAM (SDRAM) or Rambus
DRAM (RDRAM), etc.), a static memory 1006 (e.g., flash
memory, static random access memory (SRAM), etc.), and a
secondary memory 1018 (e.g., a data storage device), which
communicate with each other via a bus 1030.

Processor 1002 represents one or more general-purpose
processing devices such as a microprocessor, central process-
ing unit, or the like. More particularly, the processor 1002
may be a complex instruction set computing (CISC) micro-
processor, reduced instruction set computing (RISC) micro-
processor, very long instruction word (VLIW) microproces-
sor, processor implementing other instruction sets, or
processors implementing a combination of instruction sets.
Processor 1002 may also be one or more special-purpose
processing devices such as an application specific integrated
circuit (ASIC), a field programmable gate array (FPGA), a
digital signal processor (DSP), network processor, or the like.
Processor 1002 is configured to execute the processing logic
1026 for performing the operations and steps discussed
herein.

The computing system 1000 may further include a network
interface device 1008. The computing system 1000 also may
include a video display unit 1010 (e.g., aliquid crystal display
(LCD) or a cathode ray tube (CRT)), an alphanumeric input
device 1012 (e.g., a keyboard), a cursor control device 1014
(e.g., a mouse), and a signal generation device 1016 (e.g., a
speaker).

The secondary memory 1018 may include a machine-ac-
cessible storage medium (or more specifically a computer-
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readable storage medium) 1031 on which is stored one or
more sets of instructions (e.g., software 1022) embodying any
one or more of the methodologies or functions described
herein. The software 1022 may also reside, completely or at
least partially, within the main memory 1004 and/or within
the processor 1002 during execution thereof by the comput-
ing system 1000, the main memory 1004 and the processor
1002 also constituting machine-readable storage media. The
software 1022 may further be transmitted or received over a
network 1020 via the network interface device 1008.

While the machine-accessible storage medium 1031 is
shown in an exemplary embodiment to be a single medium,
the term “machine-readable storage medium” should be
taken to include a single medium or multiple media (e.g., a
centralized or distributed database, and/or associated caches
and servers) that store the one or more sets of instructions.
The term “machine-readable storage medium” shall also be
taken to include any medium that is capable of storing or
encoding a set of instructions for execution by the machine
and that cause the machine to perform any one or more ofthe
methodologies of the present invention. The term “machine-
readable storage medium” shall accordingly be taken to
include, but not be limited to, solid-state memories, and opti-
cal and magnetic media, as well as other similarly non-tran-
sitory media.

FIG. 11 is an exemplary block diagram of a system for
determining and utilizing profile parameters for automated
process and equipment control.

System 1100 includes a first fabrication cluster 1102 and an
optical metrology system 1104 (e.g., an optical measurement
system). The optical metrology system 1104 can include, for
example, a spectroscopic ellipsometer (SE), a dual-beam
spectrophotometer (DBS), a polarized DBS, a beam reflec-
tometer, or any other optical measurement system. System
1100 also includes a second fabrication cluster 1106.
Although the second fabrication cluster 1106 is depicted in
FIG. 11 as being subsequent to the first fabrication cluster
1102, it should be recognized that the second fabrication
cluster 1106 can be located prior to the first fabrication cluster
1102 in the system 1100 (e.g. and in the manufacturing pro-
cess flow).

A photolithographic process, such as exposing and/or
developing a photoresist layer applied to a wafer, can be
performed using the first fabrication cluster 1102. In one
exemplary embodiment, the optical metrology system 1104
includes an optical metrology tool 1108 and a processor 1110.
The optical metrology tool 1108 is configured to measure a
diffraction signal off of the structure. Thus, the optical
metrology system 1104 includes logic to receive measured
spectral information for a diffracting structure. If the mea-
sured diffraction signal and the simulated diffraction signal
match, one or more values of the profile parameters are pre-
sumed equal to the one or more values of the profile param-
eters associated with the simulated diffraction signal.

In one exemplary embodiment, the optical metrology sys-
tem 1104 can also include a library 1112 with a plurality of
simulated (e.g., computed) diftraction signals and a plurality
of values of one or more profile parameters associated with
the plurality of simulated diffraction signals. The library can
be generated in advance. The processor 1110 can compare a
measured diffraction signal of a structure to the plurality of
simulated diffraction signals in the library. When a matching
simulated diffraction signal is found, the one or more values
of the profile parameters associated with the matching simu-
lated diffraction signal in the library is assumed to be the one
or more values of the profile parameters used in the wafer
application to fabricate the structure.
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The system 1100 also includes a metrology processor
1116. In one exemplary embodiment, the processor 1110 can
transmit the one or more values of the one or more profile
parameters to the metrology processor 1116. The metrology
processor 1116 can then adjust one or more process param-
eters or equipment settings of the first fabrication cluster 1102
based on the one or more values of the one or more profile
parameters determined using the optical metrology system
1104. The metrology processor 1116 can also adjust one or
more process parameters or equipment settings of the second
fabrication cluster 1106 based on the one or more values of
the one or more profile parameters determined using the
optical metrology system 1104. As noted above, the second
fabrication cluster 1106 can process the wafer before or after
the first fabrication cluster 1102. In another exemplary
embodiment, the processor 1110 is configured to train a
machine learning system 1114 using the set of measured
diffraction signals as inputs to the machine learning system
1114 and profile parameters as the expected outputs of the
machine learning system 1114.

One or more components of the system 1100 can include or
implement embodiments ofthe invention as described herein.
In one embodiment the system 1100 includes logic to com-
pute background electric or magnetic fields of an environ-
ment of the diffracting structure based on a model of the
diffracting structure, compute scattered electric or magnetic
fields from the diffracting structure using a scattered field
formulation based on the computed background fields, com-
pute spectral information for the model of the diffracting
structure based on the computed scattered fields, compare the
computed spectral information for the model with measured
spectral information for the diffracting structure; and in
response to a good model fit, determine a physical character-
istic of the diffracting structure based on the model of the
diffracting structure. For example, a processor (e.g., the pro-
cessor 1110) can be configured to evaluate the diffracting
structure according to a methods described herein.

Thus, electromagnetic modeling of finite structures and
finite illumination for metrology and inspection are
described. As explained above, dramatic simulation speedup
may be obtained for non-periodic targets on top of or embed-
ded within a substrate having one or more films.

Itis to be understood that the above description is intended
to be illustrative, and not restrictive. Many other embodi-
ments will be apparent to those of skill in the art upon reading
and understanding the above description. Although the
present invention has been described with reference to par-
ticular embodiments, it will be recognized that the invention
is not limited to the embodiments described, but can be prac-
ticed with modification and alteration within the spirit and
scope of the appended claims. Accordingly, the specification
and drawings are to be regarded in an illustrative sense rather
than a restrictive sense. The scope of the invention should,
therefore, be determined with reference to the appended
claims, along with the full scope of equivalents to which such
claims are entitled.

What is claimed is:
1. A computer implemented method of evaluating a dif-
fracting structure, the method comprising:

providing a scatterometry model of the diffracting struc-
ture using an optical metrology system;

computing, with the optical metrology system, spectral
information for the scatterometry model of the diffract-
ing structure, including:
computing background electric or magnetic fields of an

environment of the diffracting structure,
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computing scattered electric or magnetic fields from the
diffracting structure using a scattered field formula-
tion based on the computed background fields, and

computing spectral information for the scatterometry
model of the diffracting structure based on the com-
puted scattered fields;

measuring spectral information for the diffracting structure

using the optical metrology system, including illuminat-
ing the diffracting structure with a light source, and
measuring spectral information for the diffracting struc-
ture with a detector;

comparing the computed spectral information for the scat-

terometry model with the measured spectral information
for the diffracting; and

in response to a good model fit based on the comparison

between the computed spectral information and the
measured spectral information, determining a physical
characteristic of the diffracting structure using the scat-
terometry model of the diffracting structure.

2. The method of claim 1, wherein computing the back-
ground electric or magnetic fields of the environment com-
prises computing electric or magnetic fields for free space.

3. The method of claim 1, wherein computing the back-
ground electric or magnetic fields of the environment com-
prises computing electric or magnetic fields of one or more
films disposed under the diffracting structure.

4. The method of claim 1, wherein computing the back-
ground and scattered fields comprises computing the back-
ground and scattered fields for multiple angles of incidence at
once.

5. The method of claim 1, wherein computed incident
radiation comprises finite beam illumination or plane-wave
incident illumination.

6. The method of claim 1, wherein:

the diffracting structure comprises a periodic region and a

non-periodic region;
computing the background fields of the environment com-
prises computing the background fields of the environ-
ment of the diffracting structure in the periodic region
using rigorous coupled-wave analysis (RCWA); and

computing the scattered fields comprises computing the
scattered fields from the diffracting structure in the non-
periodic region using the scattered field formulation
based on the computed background fields.

7. The method of claim 6, further comprising determining
fields of the periodic and non-periodic regions of the diftract-
ing structure by applying domain decomposition to the fields
for the periodic and non-periodic regions.

8. The method of claim 1, wherein computed incident
radiation comprises coherent or partially coherent illumina-
tion.

9. The method of claim 8, further comprising:

computing speckle fields and line edge roughness for the

diffracting structure based on the coherent or partially
coherent illumination.

10. The method of claim 1, wherein computing the back-
ground electric or magnetic fields at a given point comprises:

decomposing modeled incident illumination into a set of

plane waves;

propagating the set of plane waves from a predetermined

initial point to the given point; and

summing the propagated set of plane waves at the given

point.

11. The method of claim 10, wherein decomposing the
modeled incident illumination into the set of plane waves
comprises a discrete decomposition.
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12. The method of claim 10, wherein decomposing the
modeled incident illumination into the set of plane waves
comprises a continuous decomposition.

13. The method of claim 1, wherein providing the scatter-
ometry model of the diffracting structure comprises discretiz-
ing the diffracting structure into a mesh.

14. The method of claim 13, wherein discretizing the dif-
fracting structure into the mesh comprises refining the mesh
in an area with a defect.

15. The method of claim 13, wherein subsequent model
iterations comprise scaling the mesh.

16. A non-transitory machine-readable storage medium
having instructions stored thereon which cause a computer to
perform a method of evaluating a diffracting structure, the
method comprising:

providing a scatterometry model for the diffracting struc-

ture using an optical metrology system;

computing, with the optical metrology system, spectral

information for the scatterometry model of the diffract-

ing structure, including:

computing background electric or magnetic fields of an
environment of the diffracting structure,

computing scattered electric or magnetic fields from the
diffracting structure using a scattered field formula-
tion based on the computed background fields, and

computing spectral information for the scatterometry
model of the diffracting structure based on the com-
puted scattered fields;

measuring spectral information for the diffracting struc-
ture using the optical metrology system, including
illuminating the diffracting structure with a light
source, and measuring spectral information for the
diffracting structure with a detector;

comparing the computed spectral information for the scat-
terometry model with the measured spectral information
for the diffracting structure; and

in response to a good model fit based on the comparison

between the computed spectral information and the
measured spectral information, determining a physical
characteristic of the diffracting structure using the scat-
terometry model of the diffracting structure.

17. The non-transitory machine-readable storage medium
of claim 16, wherein computing the background electric or
magnetic fields of the environment comprises computing
electric or magnetic fields for free space.

18. The non-transitory machine-readable storage medium
of claim 16, wherein computing the background electric or
magnetic fields of the environment comprises computing
electric or magnetic fields of one or more films disposed
under the diffracting structure.

19. The non-transitory machine-readable storage medium
of claim 16, wherein computing the background electric or
magnetic fields at a given point comprises:

decomposing modeled incident illumination into a set of
plane waves;

propagating the set of plane waves from a predetermined
initial point to the given point; and

summing the propagated set of plane waves at the given
point.

20. An optical measurement system comprising:

a light source to illuminate a diffracting structure;

a detector to measure spectral information for the diffract-
ing structure;
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first logic to receive the measured spectral information for
the diffracting structure; and
second logic to:

provide a scatterometry model of the diffracting struc-
ture;

compute spectral information for the scatterometry
model, including computing background electric or
magnetic fields of an environment of the diffracting
structure based on a model of the diffracting structure,
computing scattered electric or magnetic fields from
the diffracting structure using a scattered field formu-
lation based on the computed background fields, and
computing spectral information for the scatterometry
model of the diffracting structure based on the com-
puted scattered fields;

compare the computed spectral information for the scat-
terometry model with the measured spectral informa-
tion for the diffracting structure; and

in response to a good model fit based on the comparison
between the computed spectral information and the
measured spectral information, determine a physical
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characteristic of the diffracting structure using the
scatterometry model of the diffracting structure.

21. The optical measurement system of claim 20, wherein
the second logic is to compute the background electric or
magnetic fields of the environment by computing electric or
magnetic fields for free space.

22. The optical measurement system of claim 20, wherein
the second logic is to compute the background electric or
magnetic fields of the environment by computing electric or
magnetic fields of one or more films disposed under the
diffracting structure.

23. The optical measurement system of claim 20, wherein
the second logic is to compute the background electric or
magnetic fields at a given point by:

decomposing modeled incident illumination into a set of

plane waves;

propagating the set of plane waves from a predetermined

initial point to the given point; and

summing the propagated set of plane waves at the given

point.



